Safety assessment of
the autonomous systems

DCSD
Christel.Seguin@onera.fr

ONERA
I ——

THE FRENCH AEROSPACE LAB




Presentation objectives

- Via an example addressed in the ONERA project IDEAS

UAV Insertion into General Air Traffic

- To identify the main classes of risks raised by the operation of
autonomous systems

- To point out some engineering practices to limit the risks
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IDEAS perimeter

- UAS : a challenging system mixing organizational, human and
technical concerns
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UAS: an autonomous system

Safety of the whole?

Safety of

the autonomy

managemenm
/ ecision \
Planniqg O Situation

supervision
Execution
. Control

Control law

D

Safety of
the perception /

@ Sensors

Environment

0
<
3

'n\



Regulations impacting the insertion of UAV in Gener \

Traffic

- 3 pillars

- To be revisited for the insertion of UAV in General Air Traffic

. Difficulties:

- A very wide scope of inter-related analyses needed to verify organizational,
human and technical requirements

- Heterogeneity of applicable certification standards
- Instability of the regulations and wide spectrum of mission
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Safety Case of the A

-DSB

accident / incident:

Cr001 No greater than for the Reference
Service

Cr002 within an appropriate portion of the
relevant Target Levels of Safety

Cr003 Further reduced as far as reasonably
practicable

Combination explained in lower level arguments.

ﬁrence service' is radar-based surveillance,

Contexte
_includlng separation service applying SNM for en-
d é m O n Strat md 3NM for TMA in the operating environment.

- &

Co03 >
d u b ut ADS-B-NRA application includes separation service

applying ENM for en-route and 2NM for TMA as
\outlmed in section 2 herein

Arg 1.1.1 (section 4)
ADS-B surveillance in NRAs
for ATSs is intrinsically safe
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100% of aircraft are equipped and
@rﬁed for ADS-B-NRA /

Arg 1.1.7 (section 10)

Approach and Methods
used to obtain requirements
allow to demonstrate that

pcessus deé ré&dlisation sar
v Fig. 12

Arg 1.1.6 (section 9)

All requirements are realistic —
i.e. are capable of being
satisfied in a typical

imph tation of equip
people and procedures.

Arg 1.1.4 (section 7)

The System Design is robust
against external abnormalities

Arg 1.1.2 (section 5)

The corresponding System

Design is complete

\/ Fe.6  Success case

° Arg 1.1.3 (section 6)
2 The System Design functions
\g correctly and coherently under
‘c all expected environment
8 conditions
5 \/ Fig.7  Success case
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\/ Fa.&  Success case

Robustesse

v Fig. 11

Arg 1.1.5 (section 8)
All risks from internal system

failure have been mitigated
sufficiently

Failure case

VAT
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System engineering approach to ease
assessment and the safety case building(1):

Idea 1 : Structure and link the safety case in the "GSN" style.

Goal Structured Notation:

» Defined by York University, applied by
Eurocontrol UAS Safety Objectives

» Safety case = a tree that
» Decomposes the proof objectives

* Accounting for UAV safety / functional objectives

* Regulations

» System feature

Expected Benefits = thanks to the
tree like structure, master

System safety / functional
objectives
control, perception chain, ...

v

Equipment V&V objectives,
Sensors, software ...

» Complexity by progressive
decomposition of proof goal

» Heterogeneity by homogeneous integration \/
of proof goals extracted from various
standard | Obiectives for ground / fight test |

» Evolutivity by traceability tools

Direction - Conférence
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Example of goal for an UAS:
reduce the risks of the loss of control

Exemple de modéle Kaos tiré d'|DEAS

Modeéle des buts
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On board architecture
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System engineering approach to ease the sa
assessment and the safety case bundlng

ldea 2 : Use in a complementary way model drlv‘en
engineering, formal proofs and (flight) tests to get the leaf of the

safety case.

Roles of formal models and proofs

 Altarica models and supporting tools (ex: OCAS Dassault Aviation) for the system
safety assessment :

* UAS as a whole
» Embedded system architecture

» Simulink / Scade (Esterel) : V&V of the UAV flight control system and auto-pilot

» Model-checking (probabilistic) (University of Trento / ONERA): V&V of on board
planning function

Role of (flight) test

» Calibration of models
» Validation of the system performances

Expected benefits
» Find problems earlier in the design process thanks to rapid and formal prototyping

» Update quickly the safety case after design change thanks to the automation of the
analysis
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Goal examples and formal assessment technlque‘

— -

O

Preliminary Safety Assessment of the Role

- Goal ex: proof the acceptability of the
loss of the UAV control for all conditions
of UAS operation

1: No single failure shall lead to the UAV
control loss in case of adverse weather

UAV safety /
functional objectives

| 2

2: The occurrence probability of the UAV
control loss shall be less than 10X /F H

System safety /

functional objectives
control, perception chain, ...

A 4

Equipment V&V objectives,
Sensors, software ...

—

- Model ex : operation in adverse weather condition
discrete variables / discrete events model
to specify the communications between ATC, UAV pilot and the UAV

- Tool used: Cecilia OCAS (Dassault Aviation) for AltaRica models

Direction - Conférence
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Preliminary Safety Assessment of the UAV architect
supervisor o=

o

UAS Safety Objectives

AN

UAV safety /
functional objectives

p System safety / ‘
| functional objectives
A control, perception chain, .. ‘

Equipment V&V objectives,
Sensors, software ...

i

= + Model ex : harg ’ so?t arcﬂltecture o? the

Vario UAV

High combination of discrete variables :
~ 1500 failures for 1000 components linked
via 5500 variables

Discrete time detection and reconfiguration

~ « Tools used: for AltaRica models
Cecilia OCAS (Dassault Aviation)
+ ONERA tools (MISSA, ATMOST projects)

\ ONERA
N N /‘_—_—‘—\—“‘_

- Goal ex: proof the acceptability of the
loss of the UAV control

1: No single failure shall lead to the UAV
control loss

2: The occurrence probability of the UAV
control loss shall be less than 10X /F H
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Goal examples and formal assessment techn

Supervision and Automated Pilot V&V

Goal ex: verification of functional
requirement
1 The specification of the helicopter
control law ensures that:

« |If the data link with the ground is loss
then the control mode "Safe"

2 The embedded software is
compliant with this specification

------------------------------------------------------------------------------- Flight Automatonhbtachine> - -

(modeOp = AUTOF) and ( not (emengency or gosComFailure)) /

% NanualFlight

emergency IF and ( not rehissing) /

(modeOp = MANUALF) and ( not

I i,\ rehdssing) /

gesComFailure or
emergency |F and rebissing)

( not ges ComFailure) and
( not emergency|F)

UAV safety /
functional objectives

System safety /
functional objectives
Daceantigachain, ...

7 . . .
Equipment V&V objectives,
N Sensors, software ...

\

Model ex: Vario Automated Pilot

Mode automata +
Discretized control laws

Esterel tools used for Scade 6 models:

Proof of the specification with the design
verifier tool

Code automatically generated from the
specification
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Goal example and formal assessment tech‘ﬁ‘.-;

Software schedulability and Real Time ae"""

. Goal ex: verification of real time

requirements

The execution of each atomic
software task does not exceed a worst

case time

All the tasks can be scheduled on the

computer
Operations .

—(OProvides
—( Requires
E Plugin

> Flow Port

P

Scripting

functions:

-Callbacks
-Algorithms

UAV safety /
functional objectives
| 2

System safety /

functional objectives
control, percention chain, ...

Equipment V&V objectives,

Methods Sensors, software ...

Model ex: OROCOS component
Dynamic C/C++ code / Finite state machines

functions:

3 t .
- State Charts [ + interfaces to manage accurately the

- Program

scripts software execution
Tools used:

Configuration

Interface : OROCOS Real Time Toolkit

O

Properties Marshalling

P MAUVE DSL for OROCQOS
OTAWA for worst case time execution
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Goal example and related test :

Verification of the performances of the "sense and
UAS Safety Objectives

AN

UAV safety /
functional objectives
| 2

System safety /

functional objectives
control, perception chain, ...
Y

. Goal ex:

The perception chain can detect
any significant kind of intruder
aircrafts in various atmospheric
conditions

Characterize "significant intruders”

Equipment V&V objectives,
Sensors, software ...

Tourelle de pointage/poursuite

Characterization approach
Method: phenomenological study

Mean: measures of IR signhature

of non cooperative targets

Cameéra SWIR with known background (sky)
amela visible (tracker) and environment (mountain)

Direction - Conférence
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Conclusion

- Presentation of a safety case
For an aeronautical system including a "flying robot" (the UAV)
Compatible with aeronautical standards (ARP 4754A 4761, DO 178C)

- Some key points

Accurate knowledge of the robot operation and environment is requested to start
soundly the classification of the risks

The work sharing between human and robot shall be carefully analyzed

The criticality of each piece of the system depends on the piece function and the
availability of means to mitigate the piece failures (redundancies, backup
procedures or ressources...)

* Planning is used in our case only for optimizing the trajectory

* |t can be integrated safely in a software architecture that masters rigoursly the run-time
execution

Use of numerical simulation, formal methods ... helps to increase the confidence
early during the design
tests are also mandatory to characterize the system inputs

- Approach compatible for other domains ?
At least with other transport and space standards
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Some ONERA related studies

- New air traffic control procedures and UAV:
European Project INOUI (2008-2012)
- Autonomous avionics

ONERA project ReSSAC (2002-2007)
DGA PEA Action (2006-2012)

ONERA project IDEAS (2009 — 2012)
ANR MAUVE

- Human factors studies
PAUSA project

- Safety assessment methods for complex systems
European project ISAAC (2004-2007)
European project MISSA (2008-2011)

- Safety critical software V&V

European project ES-PASS (2007-2009)
ANR SIESTA (2008-2010)
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