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Autonomous Systems & Safety 

• Complex 
•  architectures (e.g., different levels of abstraction) 

•  interactions (e.g., humans, others systems) 

•  technologies (e.g., HW/SW for perception) 

• Moving in non structured environment  
•  non deterministic behaviour -> non reproducible 

•  uncertainties for environment perception 

J. Guiochet « Autonomie et sécurité » 2 

SAFE BY DESIGN ? / SAFETY ARGUMENTATION ? 
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Table 8 - UC4 Take an object from the user’s hand HAZOP analysis (extracted from the complete table in annex C) 

Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute         Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Table 8 - UC4 Take an object from the user’s hand HAZOP analysis (extracted from the complete table in annex C) 

Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute         Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Usage 
scenarios

HAZOP-UML
risk analysis

UML Use case & 
sequence & state 

diagrams

Deviation analysis tables
Potential hazards

Safety constraints

Safety 
mode B

V ⇒ NotMove
X ⇒ StowArmk ⇒ StowArmArmOp ⇒ not(MoveBase)
MoveBase ⇒ StowArm

Arm ⇒ NotMove
Move ⇒ StowArmMoveBase = false

Gripping = authorized

Safety 
mode A

* : Safety monitor

Run-time checks 1

Run-time checks 2

 Run-time checks n

 Run-time checks 3

…

Executive layer

Reactive layer

Reactive 
operations

Monitoring 
operations

Direct 
control

World 
model

Control 
channel

 

Safety 
channel

*

*
*

*

Ca
m

er
a

Se
ns

or
s

…

Safety
mode 

control

Physical environment

risk reduction 
recommendations

design
recommendationsrequirement

recommendations

Decisional layer
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Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute        Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute        Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Usage 
scenarios

HAZOP-UML
risk analysis

UML Use case & 
sequence & state 

diagrams

Deviation analysis tables
Potential hazards

Safety constraints

Safety 
mode B

V ⇒ NotMove
X ⇒ StowArmk ⇒ StowArmArmOp ⇒ not(MoveBase)
MoveBase ⇒ StowArm

Arm ⇒ NotMove
Move ⇒ StowArmMoveBase = false

Gripping = authorized

Safety 
mode A

* : Safety monitor

Run-time checks 1

Run-time checks 2

 Run-time checks n

 Run-time checks 3

…

Executive layer

Reactive layer

Reactive 
operations

Monitoring 
operations

Direct 
control

World 
model

Control 
channel

 

Safety 
channel

*

*
*

*

Ca
m

er
a

Se
ns

or
s

…

Safety
mode 

control

Physical environment

risk reduction 
recommendations

design
recommendationsrequirement

recommendations

Decisional layer

Model Based Risk Analysis 

Multilevel safety 
monitoring 

Safety 
trigger 
Elicitation 
for safety 
monitoring 

Safety Argumentation 

Model Based Risk Analysis 
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Argumentation 

Safety case with 
GSN 

Safety goals 
(from Risk 
Analysis)

Evidence

Argument

EvidenceEvidence

Development & Validation 
process

Risk management process

Risk Analysis

Risk Evaluation

Is tolerable risk 
achieved ?

Start

Stop

Risk 
Reduction

No

Yes

Probabilistic 
Models

Risk Analysis

HAZOP-UML

Hazard list

Recommendation 
list

UML
Use cases

UML
Sequences

UML
State 

Machines



Unified Modeling Language 

• Use cases 
•  Describe the intended use of the robot 

•  Completed with conditions 

 

6 Jérémie Guiochet – Séminaire AMBIANT – 20 Juin 2011 - Toulouse  

____
____
____
____ 

Textual description of: 
- Preconditions 
- Postconditions 
- Invariants 



Unified Modeling Language 

7 Jérémie Guiochet – Séminaire AMBIANT – 20 Juin 2011 - Toulouse  

• Sequence diagrams 
•  Describe nominal scenarios corresponding to the use cases 

•  Messages are either actions (self-messages) or interactions 



Unified Modeling Language 

• Statechart 
•  Describe different 

system’s state  

•  Completed with conditions 

8 Jérémie Guiochet – Séminaire AMBIANT – 20 Juin 2011 - Toulouse  
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HAZOP Guidewords UML Models Risk analysis 
HAZOP-UML 

Use Case Diagram 

Sequence Diagram 

Statechart 

Jérémie Guiochet – Séminaire AMBIANT – 20 Juin 2011 - Toulouse  

Guideword Signification 

No / None Complete negation of the design 

More than Quantitative increase 

Less than Quantitative decrease 

As well as All the design intention is 
achieved together with additions 

Part of Only some of the design 
intention is achieved 

Reverse The logical opposite of the 
design intention is achieved 

Other than Complete substitution 



HAZOP-UML 

10 

Entity = Sequence Diagram 

Attribute Guideword  Interpretation 

No Message is not sent  

Other than Unexpected message is sent 

As well as Message is sent as well as another message 

More than Message sent more often than intended 

Less than Message sent less often than intended 

Before Message sent before intended 

After  Message sent after intended 

Part of Only a part of a set of messages is sent 

Predecessors / 

successors during 

interaction 

Reverse Reverse order of expected messages 

As well a s  Message sent at correct time and also at incorrect tim e  

Early Message sent earlier than intended time Message timing 

Later Message sent later than intended time 

No Message sent to but never received by intended objec t  

Other than Message sent to wrong object 

As well as  Message sent to correct object and also an incorrect object 

Reverse  Source and destination objects are reversed 

More Message sent to more objects than intended 

Sender / receiver 

objects 

Less  Message sent to fewer objects than intended 

 

Jérémie Guiochet – Séminaire AMBIANT – 20 Juin 2011 - Toulouse  



Example of HAZOP-UML application 

11 Jérémie Guiochet – Séminaire AMBIANT – 20 Juin 2011 - Toulouse  



Results for Model Based Risk 
Analysis 
•  Applied to  

•  an assistive robot for strolling with autonomous 
navigation  (ANR-MIRAS) 

•  a co-worker, able to fetch, pick, carry, and give tools 
(FP7-PHRIENDS) 

J. Guiochet « Autonomie et sécurité » 12 

•  Systematic approach, mainly based on scenario description 
•  J do not depend on architecture & technologies, focus on interactions  
•  J limit combinatory explosion 

•  J manage a part of uncertainties 

•  L do not include environment adverse situations 

•  L strongly based on level of expertise of the safety expert 

•  L qualitative and not formal 

Provides a list of potential hazards 
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Table 8 - UC4 Take an object from the user’s hand HAZOP analysis (extracted from the complete table in annex C) 

Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute         Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Table 8 - UC4 Take an object from the user’s hand HAZOP analysis (extracted from the complete table in annex C) 

Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute         Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Usage 
scenarios

HAZOP-UML
risk analysis

UML Use case & 
sequence & state 

diagrams

Deviation analysis tables
Potential hazards

Safety constraints

Safety 
mode B

V ⇒ NotMove
X ⇒ StowArmk ⇒ StowArmArmOp ⇒ not(MoveBase)
MoveBase ⇒ StowArm

Arm ⇒ NotMove
Move ⇒ StowArmMoveBase = false

Gripping = authorized

Safety 
mode A

* : Safety monitor

Run-time checks 1

Run-time checks 2

 Run-time checks n

 Run-time checks 3

…

Executive layer

Reactive layer

Reactive 
operations

Monitoring 
operations

Direct 
control

World 
model

Control 
channel

 

Safety 
channel

*

*
*

*

Ca
m

er
a

Se
ns

or
s

…

Safety
mode 

control

Physical environment

risk reduction 
recommendations

design
recommendationsrequirement

recommendations

Decisional layer
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Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute        Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 

Robot base 
is stopped 
as well as it 
is not in a 
safe location 

The robot is 
stationary in 
an insecure 
place, e.g., 
behind a door 

or a place 
hindering the 
user 

Physical impact 
between robot and 
environment 
(including user) 

Moderate 

H/W failure 
(motion 
function) 
 
S/W failure 

 
Insufficient 
specification 

H/W for motion 
should be SIL1 
 
S/W for base 
motion and 

navigation 
should be SIL1 

Specify safe locations 
that the robot will go to 
if there are no more 
tasks to execute 
 

When robot is stopped 
collision detection 
should remain activated 

  20 

Project : PHRIENDS 
HAZOP number : UC4 
Entity : Use Case 4 (UC4) “Take an object from the user’s hand” 

 

                                                                                                 Date: June-01-2008  
Prepared by: Ofaina Taofifenua 

Revised by: Jérémie Guiochet 

                                                          Approved by : 

Attribute        Guideword Deviation 
Use Case 

Effect 
Real World Effect 

S
e

v
e

rity
 

Possible 
Causes 

Integrity Level 
Requirements  

New Safety 
Requirements 

Remarks 

H
a

z
a

rd
 

N
u

m
b

e
r 

Other than 

No object 
detected in 

the gripper 
whereas 
there is one 

The robot will 
move with an 

object in the 
gripper and 
when taking 
another, the 
former will fall 
(if user does 
not react) 

Physical impact 
between object and 

environment 
(including user) 
 

Severe 

H/W failure 
(object 

detection 
sensor) 
 
S/W failure 

H/W and S/W 
for object 

detection 
should be SIL2  

Envisage redundant 
sensor system (vision, 

force, etc.) 
 
Provide means to force 
the robot to release the 
object (for a user to 
react to the incoherent 
situation)  

  
3, 
5, 

19 

No object in the 
gripper 

(precondition) 

Other than 

Object 
detected in 
the gripper 
whereas 
there is 

none 

The robot will 
not execute 
the task 

Break in the 
execution 
sequence 
 
Misunderstanding 

between human 
and robot 

None 
 

H/W failure 
(object 
detection 
sensor) 
 

S/W failure 

None  None    

Robot base is 
stopped 

(postcondition) 
As well as 
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Toy example 

• Hazardous situation : “ The handles are at a bad height 
during strolling” (v>0) ∧( h ∈I) 

• Safety condition can be formally defined by :  

  (v=0)∨( h ∈I) 

Catastrophic  
states 

Catastrophic  
states 

Non catastrophic  
states 



• Warning states identification 
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Toy example (2) 
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Safety monitor action is launched 

Safety interlock prohibits transition 

Toy example (3) 

• Safety monitor and interlocks 
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Toy example (4) 

• Safety invariant (SI) and safety trigger condition (STC) 

•  SI(x)=((v=0)∨( h ∈I)) 
•  STC(x)=((v>0)∧( h ∈I\I’)) 
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previous work [24], we proposed some precise definitions
of these terms in order to base the proposed methodology
on a firm conceptual foundation. In the following we recall
those definitions together with illustrative examples.
Safety Requirement. A safety requirement is general high-
level specification of what it means for a system to be safe.

Example: “the robot must not cause the patient to
fall”.

Safety condition. A safety condition is a sufficient condition
to avoid a hazardous situation.

Example: “the robot is stationary and not used by
a patient”.

Safety invariant (SI). A safety invariant is a necessary
safety condition, i.e., the violation of a safety invariant is
intolerable in that it implies immediate harm and violation
of a high-level safety requirement.

Example: “the robot speed shall not exceed
3 m/s” (where 3 m/s is the speed beyond
which harm is inevitable).

Safety action. A safety action is an activity carried out
explicitly to bring the system to a safe state.

Example: “apply emergency brake”.
Safety trigger condition (STC). A safety trigger condition
is a condition that, when asserted, triggers a safety action.

Example: “the robot speed is greater than 2 m/s”.
Safety margin. A safety margin is the “distance” between
a safety trigger condition and the negation of a safety
invariant.

Example: in the examples above, the safety margin
between the safety trigger condition (the robot
speed is greater than 2 m/s) and the negation
of the safety invariant (i.e., the robot speed is
greater than 3 m/s) is equal to 1 m/s.

Safety rule. A safety rule defines a way of behaving in
response to a hazardous situation. A safety rule can be
operationalized as an if-then rule:
Safety rule , if [safety trigger condition] then [safety
action].

Example: “if the robot speed is greater than 2 m/s

then apply emergency brake.”
Figure 1 provides an illustration of the main concepts in

terms of a partition of the possible states of the monitored
system into safe, warning and catastrophic states. A safety
trigger condition must be asserted when the system passes
from a safe state (e.g., x

s

on Figure 1) to a warning state
(e.g., x

w

). If the system is in a warning state, then the safety
monitor must trigger a safety action to bring the monitored
system toward a safe state. The set of warning states specifies
the safety margin. If the safety monitor fails to bring the
system back into a safe state, it may reach a catastrophic
state (e.g., x

c

). The figure also illustrates the purpose of a
safety interlock: the removal of paths that could lead the

Figure labels (hide in final version)
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3

Warning states

Catastrophic states

Safe states

Path to be aborted by safety 
action triggered by safety monitor  

Path to be removed by a 
safety interlock

(safety action)

xs

xc

xw

Figure 1. Illustration of main concepts

system from a safe state to a catastrophic state, without
passing by an intermediate warning state.

Therefore, we can define a safety monitor versus a safety
interlock as follows:
Safety monitor. A safety monitor is a mechanism that seeks
to prevent undesired system states from being reached by
detecting unsafe system states and triggering appropriate
actions to bring the system back to a safe state.
Safety interlock. A safety interlock is a mechanism that
seeks to prevent undesired system states from being reached
by inhibiting events that could cause such states to be
reached from the current system state.

B. Safety invariants and safety trigger conditions

We formally define the previous terms in order to be able
to determine the conditions under which an STC defines a
valid safety margin.

Let x 2 X be the tuple of safety-relevant variables,
x =< x(1), x(2), ..., x(n) >, such that X represents the
set of discernible system states. A safety invariant is a true
valuation of a function SI : X ! B, i.e., SI(x) = true

2.
With respect to a safety invariant SI(x), the set of

catastrophic states, Xcata, of the monitored system is thus:

Xcata = {x 2 X | SI(x)}

A safety monitor observes the tuple of safety-relevant
variables and evaluates the system state by means of a safety
trigger condition STC : X ! B that evaluates to true when
the safety monitor judges that the system is not in a safe
state. Thus, the set of safe states, as judged by the safety
monitor, is defined by:

Xsafe = {x 2 X | STC(x)}

2We will also use SI(x) and SI(x) to denote true and false valuations
of SI(x).



Definitions (if needed) 

• Safety condition : sufficient condition to avoid a 
hazardous situation.  

• Safety invariant (SI) : necessary safety condition, i.e., the 
violation of a safety invariant is intolerable in that it implies 
immediate harm and violation of a high-level safety 
requirement.  

• Safety action : activity carried out explicitly to bring the 
system to a safe state.  

• Safety trigger condition (STC): condition that, when 
asserted, triggers a safety action. 

• Safety margin : “distance” between a safety trigger 
condition and the negation of a safety invariant.  
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Overview of the process 

1.  extract sufficient safety conditions from HAZOP/UML 
risk analysis.  

2.  for each safety condition, define, if possible, a safety 
margin on each safety-relevant variable, and thereby, 
the set of warning states. If a safety margin can not be 
defined for a particular variable, the safety condition 
must be enforced by some other mechanism (e.g., a 
physical interlock).  

3.  if safety margins and safety actions have been defined, 
we verify the consistency of safety actions that can 
be carried out simultaneously.  
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Safety margin elicitation 

III-A, we can calculate the set of non-catastrophic
regions and catastrophic regions.

2) We are concerned by the transitions between a non-
catastrophic region and a catastrophic region. We call
such a transition a critical transition (e.g., the transi-
tions with dotted circles around b and a in Figure 2),
and the corresponding non-catastrophic region, critical
region; for example in Figure 2, regions (2) and (3)
are critical regions. We analyze each critical transition
separately to determine if a critical region can be split
into a safe region and a warning region.

a

b

SI= a ! b

ab

ab ab

ab

① ②

④③

a

a

b b

Figure 2. Region graph example

Based on Definition 1, a necessary condition for the
existence of warning regions is the possibility to
partition the non-catastrophic region into non-empty
sub-regions. Consider the example of Figure 3 (C, S

and W refer respectively to Catastrophic, Safe and
Warning regions) corresponding to the very simple
case of SI = a. If a is defined by a = (v < v

max

),
where v is a safety-relevant variable, then a partition
is possible and can be expressed as:{{x 2 X/v 
v

max

� �}, {x 2 X/v

max

� � < v < v

max

}} (for
some � 2]0, v

max

[). Conversely, if a is defined by
a = (v = 0), then a partition of {x 2 X/(v = 0)}
with non-empty sub-regions is not possible.
For similar cases, i.e., with atoms that are functions of
one continuous variable, the previous necessary con-
dition can be generalized. Let X be a critical region
defined by p ^ q (where p is an atom and q is any
conjunction of other atoms, including the trivial case
q = true), with a critical transition labeled by p. A
warning region exists if and only if there exists a par-
tition of X , with two parts X1 = {x/p ^ q ^ e} and
X2 = {x/p ^ q ^ e} such that e ) p. In this case, the
safety trigger condition is therefore e. If this condition
is not satisfied, no margin can be defined on this par-
ticular transition.
Notice that, besides its simplicity, such a condition is
valid for atoms which are function of continuous or
discrete variables. For the previous example, the parti-
tion is defined by e = (v < v

max

� �), which actually

implies a = (v < v

max

), as required.
For critical transition atoms that are functions of sev-
eral variables, the condition is more complex, and is
out of scope of this paper.
Figure 3 illustrates the partitioning in the
simple case where p ^ q = a. The critical
region {x 2 X/a} is partitioned into two sub-
regions which are: {x 2 X/a ^ e} 2 Xsafe and
{x 2 X / a ^ ē} 2 Xwarn. In this graph, in case of
violation of e, the system enters the warning region,
ae, and thus triggers a safety action. The precise
definition of e, and thus the safety margin, has to be
carried out in collaboration with domain experts to
guarantee that the safety action can bring the system
back into the safe region. The transition a to the
catastrophic state labeled with C, is then considered
non probable (presented here with a dotted line).
If there exists a critical region with no possible parti-
tion, or if the proposed partition and its safety trigger
condition are not validated by domain experts, two
alternative solutions can be envisaged:

a) the definition of a safety interlock to prohibit the
transition towards the catastrophic region,

b) the relaxation of the safety condition in order to
allow a temporary violation; the inclusion of time
as a supplementary safety-relevant variable must
of course be accompanied by a re-assessment of
the risks by safety and domain experts.

In this paper, we only consider safety interlocks when
a safety margin cannot be defined.

In the following section, we propose a simple method
for calculation of safety margins in the case of continuous
variables.

a

a

SI= a

ae aae
a

e

e

SI = a    STC= e

C CWS

a

C

Figure 3. The region graph before and after the safety margin elicitation

C. Special case of continuous variables
We consider here the case where safety invariants and

safety trigger conditions are defined as a inequality relations
on one or more continuous safety-relevant variables, that is:

SI(x) = (f(x) < 0) (3)
STC(x) = (g(x) � 0) (4)

where f, g : X ! R.
In this rather common case, it is possible to reformulate

the constraints (1) and (2), and definition 1, in terms of
functions over x.
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• Hypothesis 
•  Each safety invariant is expressed as a disjonction of atoms : 

SI=a∨ b∨ c… (or SI=a), where atoms are propositional variables 

•  Atoms are independants (i.e. there is no function between safety 
relevant variables of two atoms of one SI) 

• Margin calculation is done introducing a variable e, that 
produces a partition of the non catastrophic region 
•  Mathematical proof for margin existance and calculation (e->a) 



Application – Robot Speed 
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SI = (V<Vmax) STC = V ≥ Vmax-Vθ 

III-A, we can calculate the set of non-catastrophic
regions and catastrophic regions.

2) We are concerned by the transitions between a non-
catastrophic region and a catastrophic region. We call
such a transition a critical transition (e.g., the transi-
tions with dotted circles around b and a in Figure 2),
and the corresponding non-catastrophic region, critical
region; for example in Figure 2, regions (2) and (3)
are critical regions. We analyze each critical transition
separately to determine if a critical region can be split
into a safe region and a warning region.
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SI= a ! b

ab

ab ab

ab

① ②
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b b

Figure 2. Region graph example

Based on Definition 1, a necessary condition for the
existence of warning regions is the possibility to
partition the non-catastrophic region into non-empty
sub-regions. Consider the example of Figure 3 (C, S

and W refer respectively to Catastrophic, Safe and
Warning regions) corresponding to the very simple
case of SI = a. If a is defined by a = (v < v

max

),
where v is a safety-relevant variable, then a partition
is possible and can be expressed as:{{x 2 X/v 
v

max

� �}, {x 2 X/v

max

� � < v < v

max

}} (for
some � 2]0, v

max

[). Conversely, if a is defined by
a = (v = 0), then a partition of {x 2 X/(v = 0)}
with non-empty sub-regions is not possible.
For similar cases, i.e., with atoms that are functions of
one continuous variable, the previous necessary con-
dition can be generalized. Let X be a critical region
defined by p ^ q (where p is an atom and q is any
conjunction of other atoms, including the trivial case
q = true), with a critical transition labeled by p. A
warning region exists if and only if there exists a par-
tition of X , with two parts X1 = {x/p ^ q ^ e} and
X2 = {x/p ^ q ^ e} such that e ) p. In this case, the
safety trigger condition is therefore e. If this condition
is not satisfied, no margin can be defined on this par-
ticular transition.
Notice that, besides its simplicity, such a condition is
valid for atoms which are function of continuous or
discrete variables. For the previous example, the parti-
tion is defined by e = (v < v

max

� �), which actually

implies a = (v < v

max

), as required.
For critical transition atoms that are functions of sev-
eral variables, the condition is more complex, and is
out of scope of this paper.
Figure 3 illustrates the partitioning in the
simple case where p ^ q = a. The critical
region {x 2 X/a} is partitioned into two sub-
regions which are: {x 2 X/a ^ e} 2 Xsafe and
{x 2 X / a ^ ē} 2 Xwarn. In this graph, in case of
violation of e, the system enters the warning region,
ae, and thus triggers a safety action. The precise
definition of e, and thus the safety margin, has to be
carried out in collaboration with domain experts to
guarantee that the safety action can bring the system
back into the safe region. The transition a to the
catastrophic state labeled with C, is then considered
non probable (presented here with a dotted line).
If there exists a critical region with no possible parti-
tion, or if the proposed partition and its safety trigger
condition are not validated by domain experts, two
alternative solutions can be envisaged:

a) the definition of a safety interlock to prohibit the
transition towards the catastrophic region,

b) the relaxation of the safety condition in order to
allow a temporary violation; the inclusion of time
as a supplementary safety-relevant variable must
of course be accompanied by a re-assessment of
the risks by safety and domain experts.

In this paper, we only consider safety interlocks when
a safety margin cannot be defined.

In the following section, we propose a simple method
for calculation of safety margins in the case of continuous
variables.
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Figure 3. The region graph before and after the safety margin elicitation

C. Special case of continuous variables
We consider here the case where safety invariants and

safety trigger conditions are defined as a inequality relations
on one or more continuous safety-relevant variables, that is:

SI(x) = (f(x) < 0) (3)
STC(x) = (g(x) � 0) (4)

where f, g : X ! R.
In this rather common case, it is possible to reformulate

the constraints (1) and (2), and definition 1, in terms of
functions over x.
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Toy example 

• SI(x) = (a ∨ b)= ((v=0)∨(h∈I)) 
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Figure 8. The system region graph under the two safety invariants
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Results for online safety monitoring 
•  A collaborative method for safety trigger condition and interlock 

elicitation 
•  Collaborative : between safety analysts and domain experts 
•  Consistency between STC and interlocks (often not checked) 
•  Manage complexity (divide to reign), ready for application with many 

and complex safety invariants (for complex tasks in non structured 
environment) 

 

•  Next steps 
•  Some mathematical proves TBD 
•  Consistency of safety actions 
•  Tool for calculating margins and interlocks 
•  Safety monitor prototype 
•  Part of multi-level safety monitoring 
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